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The effect of the sound incidence angle on loudness was investigated for fifteen listeners
who matched the loudness of sounds coming from five different incidence angles in the
horizontal plane to that of the same sound with frontal incidence. The stimuli were presented
viabinaural synthesis by using head-related transfer functions measured for an artificial head.
The results, which exhibited marked individual differences, show that loudness depends on
the direction from which a sound reaches the listener. The average results suggest arelatively
simplerule for combining the two signals at the ears of an artificial head for binaural loudness

predictions.

0 INTRODUCTION

Acoustical measurements of sound fields increasingly
rely on the use of artificial heads. It is unclear, however,
how such measurements should be used to predict loud-
ness. The standardized loudness model 1SO 532 [1] for the
(frontal) free field, or for the diffuse field, utilizes the
sound signal measured with a monophonic microphone in
the absence of a listener, whereas with an artificial head
the sound signals at each ear are measured, as they are
obstructed by the physical dimensions of the dummy’s
head and torso.

The problem of reconciling artificial-head measure-
ments with unobstructed monophonic signals can be
solved by employing head-related transfer functions
(HRTFs;, [2]-{5]). These functions characterize the trans-
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fer of sound from an unobstructed free field to the listen-
er'stwo ears for a given sound incidence angle. To utilize
artificial-head measurements for loudness predictions in
ISO 532 [1], the inverse of an HRTF can be used to
convert an at-ear signal to the corresponding signal in the
center of the head with the head absent. The model of
Moore et a. [6], as modified by Glasberg and Moore [7]
(now standardized in [8]), explicitly enables the use of
at-ear measurements for predicting loudness. This is
achieved by effectively separating the HRTF filtering
stage, which is an integral part of 1SO 532 [1], from the
loudness computations of the model.

The conversion of measurements on real ears or using
an artificial head to the corresponding free- or diffuse-field
exposure has recently been standardized in [9], [10]. Be-
sides loudness predictions, this allows for assessing at-ear
measurements, for example, in terms of noise exposure
limits, against well-established criteria based on measure-
ments in the absence of a listener [11].

In addition to compensating for the measurement point,
the binaural nature of sound exposure has to be taken into
account when making artificial-head measurements. In a
sound field both ears of alistener receive asignal, and the
listener’s brain combines the neural representations of
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these signals to a single binaural percept. In a diotic situ-
ation the signals at the two ears are the same, and therefore
either of the measured at-ear signals can be converted to
the corresponding free- or diffuse-field signal® in the ab-
sence of the head, and subsequently be utilized for loud-
ness computations in [1], or in [6]. Free- and diffuse-field
HRTFs are similar for the two ears due to symmetry, and
assuming that both ears are equally sensitive as transduc-
ers to loudness, the conversion using either at-ear signal
results essentially in the same outcome in the diotic case.

Both models [1] and [6] are applicable to steady-state
sounds and utilize average long-term spectra measured, for
example, on a one-third-octave resolution for loudness
computations. 1SO 532 [1], however, is not defined for
situations where the spectra at the two ears are different.
Different at-ear spectra tend to be the rule, rather than the
exception, when making acoustical measurements in
sound fields. This is due to sound sources being located
nonsymmetrically with respect to the ears of a head or
reverberation having nonsymmetrical effects on the sig-
nals arriving at the ears. It is thus important to investigate
how, for a sound source located in space, the two at-ear
signals should be combined to yield a single prediction of
binaural loudness.

In the model proposed by Moore et al. [6], binaural
loudness for different at-ear spectra is handled by assum-
ing that the loudness values evoked by the signal at each
ear are summed to give the overall loudness. Hence the
loudness of a monaural stimulus of given level is half the
loudness of the same stimulus presented diotically at the
same level, which is supported by earlier headphone stud-
ies on binaural loudness summation (see, for example,
[12], [13]). Binaural loudness is thus computed as a simple
sum of two monaural values, Npinaurai = Niegt + Nrigne: TO
better account for more recent data, the binaural loudness
computation has been modified in [14] using parameters
that predict the binaural-to-monaural ratio to be 1.5. Note,
however, that the model and its modification are mainly
based on headphone studies, which neglect the effect of
HRTF filtering, and thus produce auditory events localized
inside the listener’s head. In addition to the inside-the-
head localization, binaural signal combinations that would
never reach the listener’s ears in a real sound field may
have been generated.

By obtaining loudness matches of anechoic sounds
coming from different directions in a listening test, and by
measuring the listeners’ HRTFs for the same incidence
angles, it can be investigated how the natural changes in
the at-ear signals due to the listener’s head, torso, and
pinnae may influence perceived loudness. Since HRTFs
describe the transfer from a free field to the listeners’ ears,
they can be used for converting the matched sound pres-
sure levels (SPLs) of the sound sources measured in the
absence of the head to equal-loudness at-ear SPLs. These
at-ear SPLs can then be used to model binaural loudness

The inverse of the HRTF used for the conversion and the
sound field in the loudness computations must be of the same
type—either free field or diffuse field.
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summation of directional sounds arriving at the listeners’
ears from various incidence angles, while having the au-
ditory events localized outside the listener’s head.

Two investigations used this strategy [15], [16], acquir-
ing both directional loudness matches between sounds
from various incidence angles and sounds from a reference
direction, and then relating the matches to the changes in
the at-ear stimulation as a function of incidence angle.
Both described the directional loudness matches as agree-
ing with a relatively simple combination of the left-ear
(Lies) and right-ear (Lyiqn) SPLs [in decibels (dB)], ex-
pressed by equivalent monaural levels,

Linon =0 * Ing(ZLIEﬁ/g + ZLright/g)- 1)

However, the binaural gain constants g were different, the
former study [15] reporting a 6-dB binaural-summation
rule (g = 6) to fit the data best, whereas in the latter study
[16] a 3-dB gain (g = 3) was found to describe the mean
data much better. The binaural gain constant of Eq. (1)
describes how many dB a monaural sound would have to
be higher in level to be perceived as equally loud as the
same sound presented binaurally.? It is worth noting that
the gains of 6 and 3 dB of [15] and [16] correspond
to binaural-to-monaural loudness ratios of 1.5 and 1.2,
respectively.

In the study of Sivonen and Ellermeier [16] the model-
ing was also performed on an individual basis. Even
though the effects of individual HRTFs were taken into
account, large individual differences remained when fit-
ting the parameter g. However, since the sound signals
arriving at the listeners’ ears owing to physical differences
in the shapes of pinnae and heads were highly idiosyn-
cratic as well, fairly large interindividual differences in
stimulation resulted, undermining the validity of compari-
sons across individuals.

When stimuli are generated using nonindividual human,
or generic, artificial-head HRTFs, the physical differences
between listeners cannot play a role. Directional sounds
generated with such HRTFs produce the same directional
effects in at-ear exposures for each listener. Thus the com-
parison of the directional loudness matches across indi-
viduals is more straightforward, since the effect of indi-
vidual HRTF filtering does not have to be accounted for.
Nonindividual or generic HRTFs are played back using
binaural synthesis over headphones. The use of binaural
synthesis is justified in the directional loudness paradigm.
Individual binaural synthesis has been shown to result in
essentially the same directional loudness matches as lis-
tening to real sound sources [17]. However, it is worth
noting that when listeners are presented with sounds fil-
tered through HRTFs other than their own, the fidelity of

2Instead of a logarithmic base of 2, Eq. (1) can also be for-
mulated with a base of 10; L,,,,, = & * log, (103 + 10brion'a),
where a = g/log,, (2); or alternatively, it can be represented with
linear pressure values Ppo, = Phs + plr)ightl where b = 20 *
log,4(2)/g. The constants a and b, however, appear less informa-
tive than the binaural gain constant g in Eq. (1).
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the playback may be degraded, as has been shown, for
example, for the localization performance of binaural
recordings [18].

The goals of the present investigation are threefold.

1) To use generic, rather than individual HRTFs to in-
vestigate whether holding this source of interindividual
variation constant will reduce the variability seen in direc-
tional loudness matches.

2) To run both a naive sample of listeners and an expert
group that had previously gone through numerous condi-
tions of real-source and binaurally synthesized directional
loudness experiments in order to explore the generality of
the findings.

3) To sketch a model for predicting binaural loudness
using artificial-head measurements based on the best ac-
count of the average data.

1 METHOD

1.1 Subjects

Five listeners (four male, one female; ages between 26
and 48 years; median 28 years) took part, and they all had
participated in earlier experiments in a real sound field
[16] or using binaural synthesis with individual HRTFs
[17]. These “expert” listeners were familiar with the task
of comparing the loudness of sounds coming from differ-
ent directions. An additional group of 10 listeners (seven
male, three female; ages between 22 and 31 years; median
26 years), considered “naive” to the task, were recruited
from a student population.

All listeners were screened for normal hearing, with the
requirement that none of the hearing thresholds exceed 20
dB hearing level re 1ISO 389-1 [19].

1.2 Apparatus

An artificial head (Briel & Kjeer head and torso simu-
lator type 4100), which is commercially available and
commonly used in the field, was used in acquiring the
generic HRTFs. The HRTFs were measured using the
same procedure as reported in [16], with the exception that
the sound pressures both in the absence of the artificial
head (p, pressure, see [4]) and at the entrance to the ear
canal (p, pressure, see [4]) were measured using the same
type of microphones (built-in microphones of the artificial
head; Briel & Kjer type 4190). Despite using the same
microphone type, a correction for the differences in the
frequency responses of the dedicated left- and right-ear
microphones was determined by measuring the same
sound field simultaneously with the two microphones
placed approximately 3 mm apart. The subsequent signal
processing for obtaining the HRTFs was as described in [16].

Generic headphone transfer functions (PTFs) were mea-
sured for a pair of headphones (Beyerdynamic DT-990)
using the artificial head in order to equalize for their re-
sponse in the binaural playback. The playback setup and
the rest of the apparatus were as reported in [17].

The listeners were seated inside an anechoic chamber in
a chair with a headrest to restrict head movements. The
listeners’ responses were collected with a two-button re-
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sponse box, and a model of the box having larger indicator
lights was placed straight ahead of the listeners, to avoid
that the listeners would tilt their heads downward to the
response box in their hands. Loudspeakers mounted inside
the anechoic chamber at the intended incidence angles
were visible to the listeners to improve the plausibility of
the binaural synthesis.

1.3 Stimuli

One-third-octave noise bands centered at 1 and 5 kHz
were used as stimuli. The length of each sound was 1 s,
including 20-ms raised-cosine rise and decay ramps. The
same noise bands as in the earlier study [16] in a real
sound field were used to allow comparison between in-
vestigations. Furthermore, narrow-band signals, as op-
posed to more real-life-like wide-band signals, were used
to maximize the directional effects on loudness [20].

The two noise bands were convolved with the generic
HRTFs for six incidence angles in the left hemisphere of
the horizontal plane. The incidence angles were 0°, 30°,
60°, 90°, 135°, and 180° of azimuth at an elevation of 0°,
that is, from ahead to behind the artificial head, at the
height of the ears of the head.

The left- and right-ear magnitude spectra of the generic
HRTFs are plotted in Fig. 1 to illustrate the effective
stimulation for each incidence angle. The differences in
the responses of the left- and the right-ear microphones are
compensated for. As seen in Fig. 1, interaural level dif-
ferences (ILDs) for the incidence angles ahead (0°) and
behind (180°) the artificial head are small due to symme-
try. By contrast, ILDs of over 30 dB can be observed for
some other incidence angles. Note that the same holds for
the interaural time difference (ITD), where the ITD for the
direction on the side (at £90° of azimuth) reaches its maxi-
mum, whereas the ITDs for sound sources ahead and be-
hind the head are close to zero. The ILD, however, is more
relevant than the ITD for directional loudness processing
[15], [16], [20], and loudness models [1], [6], [14] only
take the magnitude spectrum as an input to computations.

In addition to convolving the two noise bands with the
HRTFs, minimum-phase equalization filters for the head-
phones, as specified in [17], were applied separately for
the left- and right-ear signals in the binaural synthesis.
Generic filters based on the PTF measurements using the
artificial head were applied. Thus the equalization was
done for PTFs measured exactly at the same position in the
ear canal as the HRTFs, but individual coupling of the
headphones to each listener’s ears was not accounted for.
The coupling, however, has no effect on the directional
changes that the HRTFs impose on the at-ear SPLs. Fur-
thermore, when inspecting the magnitude spectra of mea-
sured PTFs for each listener and the artificial head, the
differences between individual and generic transfer func-
tions turned out to be small (less than 4 dB, affecting both
ears symmetrically) in the frequency range used in the
present study.

In the listening test proper, the stimuli were played back
at an overall level corresponding to 65 dB SPL in the free
field. To derive the effective at-ear SPLs for the various
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incidence angles, the gains in the one-third-octave bands
caused by the HRTFs are listed in Table 1. The 65-dB
overall level combined with the left and right gains yields
the SPLs at the ears of the artificial head. Furthermore the
ILD column confirms that the SPLs at the two ears are
similar for the sound sources ahead and behind the head,
whereas a wide range of ILDs is observed for the other
incidences.

1.4 Procedure

An adaptive, two-alternative, two-interval, forced-
choice procedure employing a one-up, one-down rule [21],
[22] was used to obtain directional loudness matches be-
tween a sound of a given center frequency with synthe-
sized frontal (reference) incidence and the same sound
with one of the other five (comparison) incidence angles.

Loudness matches were obtained for 10 conditions (five
comparison incidence angles x two center frequencies),
and eight replications were collected in each condition. To
investigate the baseline variability of the loudness
matches, the naive group also had to match the loudness of
the frontal reference to itself, just as the experienced lis-
teners had done in [16], [17].

The listener’s task in each trial was to judge which of
the sounds in the pair was louder. The level of the frontal
reference sound was fixed (corresponding to 65 dB SPL in
the free field) and the level of the comparison sound was
varied by the adaptive procedure. Half the replications
started +10 dB and the other half —10 dB from the level of
the frontal reference. The initial step size of an adaptive
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track was 4 dB, and after two reversals it was decreased to
1 dB. A track was terminated after eight reversals, and the
levels of the last six reversals were averaged to give an
estimate of the loudness match.

The adaptive tracks were interleaved in blocks of eight,
and the order of the adaptive tracks was randomized
within one set of replications. Each 1-hour listening ses-
sion included either three or four blocks, each lasting ap-
proximately 10 min, with rest breaks between the blocks.
In total the listening test lasted approximately three hours
per listener, the expert listeners participating in 10 and the
naive listeners in 11 blocks.

2 RESULTS AND DISCUSSION

2.1 Directional Loudness Sensitivities

The listeners matched the loudness of a synthesized
sound from each of the comparison incidence angles to the

Table 1. One-third-octave-band levels (in dB Pa/Pa) for
generic HRTFs and ILD at two stimulus center frequencies.

1 kHz 5 kHz

Azimuth Left Right ILD Left Right ILD
0° -0.1 -0.2 0.1 13.1 12.2 0.9
30° 2.7 -4.8 7.5 17.1 4.2 12.9
60° 4.3 -3.8 8.1 17.5 -15 19.0
90° 4.9 -15 6.4 17.2 -9.8 27.0
135° 4.1 -5.6 9.7 8.5 0.7 7.8
180° 11 1.2 0.1 7.1 5.6 15
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Fig. 1. HRTF magnitude spectra for artificial head, measured from six incidence angles in horizontal plane, left hemisphere (0° of

azimuth—ahead; 180°—hehind).
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same sound with frontal incidence. These matches yielded
sound pressure level adjustments for each incidence angle,
meaning that if a sound emanating with a given angle had
to be attenuated relative to the frontal reference, this inci-
dence angle was perceived as louder. Therefore the rela-
tive level adjustments were inverted to yield directional
loudness sensitivities, in agreement with the earlier studies
[16], [17].

2.1.1 Expert Listeners

The directional loudness sensitivities are plotted in Fig.
2 for the five expert listeners. For a given individual, the
loudness-sensitivity curves vary as a function of the inci-
dence angle over ranges of up to 4 and 10 dB at 1 and 5
kHz, respectively. At 1 kHz the data points are generally
above the 0-dB line, indicating that loudness is increased
relative to the frontal reference. At 5 kHz the data are both
above and below the (0-dB) level of the frontal reference.
A two-factor (incidence angle x center frequency) re-
peated-measures analysis of variance (ANOVA) indicated
that both the main effect of the incidence angle [F(4, 16)
= 50.10; p < 0.001] and its interaction with the center
frequency [F(4, 16) = 39.48; p < 0.001] were highly
significant. This implies that loudness is not constant as a
function of incidence angle, and that the directional loud-
ness-sensitivity curves are different for the two center fre-
quencies (left and right panels of Fig. 2).

Along with the subjective data, the changes in the at-ear
SPLs are plotted in Fig. 2, normalizing the one-third-
octave-band levels of Table 1 by subtracting the levels of

PAPERS

the frontal reference from them. Thus the objective
changes in the at-ear stimulation can be compared with the
directional loudness sensitivities. It is evident in Fig. 2 that
for both center frequencies the directional loudness sensi-
tivities largely follow the shape of the curve tracing level
at the (left) ear receiving the higher SPL. However, indi-
vidual differences can be observed, even though the
changes in at-ear SPLs as a function of incidence angle
were the same for all listeners. These individual differ-
ences reach up to 6 dB; see, for example, the 5-kHz data
at an azimuth of 90° in Fig. 2. The statistical significance
of the differences between listeners is confirmed by the
three-way interaction between incidence angle, center fre-
quency, and listener: F(16, 350) = 8.28; p < 0.001. As
seen in Fig. 2, the differences between the participants’
curves are much larger than the confidence intervals char-
acterizing the replicability of a given experimental condi-
tion for a given listener.

2.1.2 Naive Listeners

The directional loudness sensitivities for the 10 naive
listeners are plotted in Fig. 3. As was the case for the
expert listeners in the earlier studies [16], all naive listen-
ers were able to match the synthesized frontal reference to
itself; see the data at 1 kHz at 0° azimuth, the leftmost data
points in Fig. 3. For the remaining conditions the range of
variations in the individual directional loudness sensitivi-
ties at both center frequencies is similar to what was ob-
served for the expert listeners. More importantly, the dif-
ferences between the 10 individual listeners seem to be at
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Fig. 2. Directional loudness sensitivities depicted with 95% confidence intervals for five expert listeners and normalized at-ear SPLs

derived from generic HRTFs.
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least on the same order of magnitude as obtained for the
group of experienced listeners, implying that the idiosyn-
cracies in the data of the expert listeners were replicated
for another independent sample of listeners.

A statistical analysis of the naive listeners’ data yielded
the same significant effects (of incidence angle and its
interaction with center frequency) as for the experts, in-
cluding the significance of differences between listeners:
F(16,700) = 2.59; p < 0.001.

2.1.3 Mean Data

To further explore the group differences between expert
and naive listeners, a three-factor (incidence angle x center
frequency x group) mixed ANOVA was performed. The
ANOVA confirmed that neither the group factor nor any
of its interactions with the other factors were significant
(all p > 0.25).

2.2 Binaural Loudness Summation

For both groups of listeners individual differences in the
listeners’ directional loudness sensitivities exist, even
though the directional changes in the at-ear SPLs were the
same for all listeners since generic HRTFs were used (see
Figs. 1 and 2). In purely sensory terms, this appears to
imply that the listeners sum the signals at their ears in an
individual manner to yield a binaural loudness.

In [16] binaural loudness summation was modeled
based on individual directional loudness sensitivities and
at-ear SPLs derived from individual HRTFs, utilizing Eq.
(1) and estimating the binaural gain factor. Considerable

BINAURAL LOUDNESS FOR ARTIFICIAL-HEAD MEASUREMENTS

differences between listeners were obtained, the amount of
binaural summation ranging from close to 0 dB to far
above 10 dB. This kind of modeling was also performed
with the present data based on generic HRTFs. The one-
third-octave-band SPLs listed in Table 1 were entered as
left- and right-ear SPLs. Minimizing the sum of squares of
the errors between the prediction L., and the directional
loudness sensitivity obtained, the amount of binaural sum-
mation needed was estimated to best predict each expert
listener’s data (see Fig. 2). For details of the modeling,
see [16].

The listener-specific binaural loudness-summation val-
ues [g in Eqg. (1)] are listed in Table 2. The individual
values are taken from [16], where the modeling was based

Table 2. Amount of binaural loudness summation (binaural
gain in dB) estimated from data with individual (Ind.; [16])
and generic (Gen.; present data) HRTFs at an overall level of

65 dB SPL.

f. = 1 kHz f. = 5 kHz Best Fit Across f,

Subject Ind. Gen. Ind.  Gen. Ind.* Gen.
1A 0.1 2.7 0.7 1.7 0.1 2.0
RB 4.0 87 100 83 9.1 8.4
SC 131 204 31 48 3.8 5.2
WE 0.1 2.3 49 35 2.8 3.2
WS 1.7 2.4 01 03 0.7 1.3
Average data—expert 2.6 35
Averaged data—naive 52

* The best fit included a third f, at 0.4 kHz.
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Fig. 3. Directional loudness sensitivities depicted with 95% confidence intervals for ten naive listeners and normalized at-ear SPLs

derived from generic HRTFs.
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on individual HRTFs, and the generic values are based on
the modeling of the present data. The modeling was also
carried out by aggregating the data across center frequen-
cies, and finally, by averaging the directional loudness
sensitivities across listeners for both groups and aggregat-
ing over center frequencies (the rightmost column and the
two bottom rows in Table 2, respectively).

As seen in Table 2, there is considerable variation in the
amount of binaural loudness summation across listeners.
This is true both for the data obtained using individual
HRTFs and for the present data utilizing generic HRTFs in
binaural synthesis, even though in the latter case the same
directional effects were played back to all listeners. The
variation could be due to individual weighing of the left-
and right-ear inputs in binaural judgments of loudness, or
to cognitive effects, such as some listeners basing their
judgments to a certain extent also on the loudness at the
source, in addition to the loudness of the signals at their
ears. (For a detailed discussion, see [16].)

Moreover, when comparing the summation values be-
tween the two studies in Table 2 for each listener and at
each center frequency, or for the best fit across center
frequencies, marked similarities are observed. Even
though the actual values may be numerically different, the
rank order among listeners is largely preserved; see Table
2. It thus seems that with a few exceptions, the individual
binaural summation process of the at-ear SPLs is retained
when generic HRTFs are used.

The two bottom rows in Table 2 show the amount of
summation for the averaged directional loudness-sensi-
tivity data, aggregated over the two center frequencies.
The estimate for the expert listeners comes fairly close to
a 3-dB summation for both studies. For the naive listeners,
for whom only the generic HRTFs were investigated, the
estimate is slightly larger.®> According to the statistical
analysis, the small group difference in the binaural gain
(1.7 dB) in Table 2 is most likely due to chance.

2.3 Binaural Loudness for
Artificial-Head Measurements

Despite the apparently robust individual differences, the
mean data may be utilized for developing a binaural loud-
ness model. Note that mean data have typically been used
for modeling loudness perception, even though the signals
at the ears of a listener may be very individual due to the
listener’s pinnae, head, and torso interacting with a real
sound field or his/her ears coupling to the headphones.

The model proposed in the present study is based on the
following assumptions.

1) The loudness of sound fields is “energetic,” that is,
loudness is based on signals reaching the listener’s two
ears [15], [16], [23]. Thus “informational” cognitive effects
on loudness, such as reported in [24], are disregarded.

*Note that the larger the amount of summation, the larger the
effect of the ear with the lower SPL on binaural loudness. Thus
for the naive sample of listeners the (right) ear with the lower
SPL input “pulls down” the binaural, directional loudness curve
slightly more than for the expert listeners.
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2) The “transducer sensitivities” for loudness are the
same for the two ears, that is, the same signal is perceived
as equally loud at each ear. This has been explored in [25],
and for mean data, verified to be the case.

3) The binaural gain is constant over the SPL, and there-
fore the summation of binaural loudness is independent of
level. In the directional loudness paradigm, this seems to
hold over a moderate range [16], although occasionally a
level dependency has been reported in headphone inves-
tigations without spatial synthesis [26].

4) Loudness is based on the magnitude spectra at the
two ears, thus neglecting potential effects of other inter-
aural parameters on binaural loudness, such as correlation
[27] or the ITD. Note that this assumption also holds for
the binaural computation models for loudness of Moore
and coworkers [6], [14]. It is, however, worth noting that
the modified model of Moore and Glasberg [14] attempts
to compute binaural loudness by modeling each of the stages
of processing that actually take place in the auditory path-
way, whereas the model proposed here treats those as a
“black box,” and merely aspires to predict the net effect of
how the spatial location of a source affects binaural loudness.

Despite its limitations, the binaural loudness model pro-
posed in the present study is applicable to measurements
carried out with an artificial head in any type of sound
field, resulting in diotic or dichotic at-ear signals. Since
the model is based on at-ear signals, no assumptions about
the sound field need to be made, in contrast to measure-
ments carried out with a monophonic microphone.

A block diagram of the binaural loudness model for
artificial-head measurements is depicted in Fig. 4. Sound
pressure signals are first measured at the left and right ears
of the head [p, (t) and p,_(t), respectively]. The magnitude
spectra of these signals [|P, (f)| and [P, (f)|, respectively]
are then analyzed using a given frequency resolution, such
as, in one-third-octave bands.

The 3-dB summation of the SPLs corresponds to a
power summation of the sound at each ear. Thus a power
sum of the left- and right-ear magnitude spectra is subse-
quently computed. The loudness of this binaural power
sum corresponds to the loudness of the same signal pre-
sented monaurally [|P, (f)]], that is, to one ear only.

The standardized loudness model [1] utilizes measure-
ments carried out with a monophonic omnidirectional mi-
crophone in the absence of a listener in either the free or
the diffuse field [|P,(f)| in Fig. 4]. The listening to the two
types of sound fields, however, is always binaural (the
long-term spectra at the two ears being roughly the same
due to symmetry). Therefore the monaural at-ear signal
resulting from the power sum must be converted to the
corresponding diotic signal. In case of the binaural power
summation, the conversion for the linear magnitude spec-
tra is simply a division by 2, corresponding to subtracting
a binaural gain of 3 dB from the monaural at-ear SPL.

The diotic at-ear signal [|P,_(f)[] is then converted to the
corresponding signal in the absence of the head [|P(f)[]
using the inverse of an HRTF. Here the same indicence
(free or diffuse) must be used for both the inverse HRTF
and the sound-field type in the loudness model.
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In [16] the performance of the present binaural model
was contrasted with the loudness model of Moore et al. [6]
for anechoic narrow-band stimuli. For externalized sound
sources located in space, the present model performed
considerably better than the model in [6], which overesti-
mated the effect of the ear receiving the lower sound pres-
sure level (see [16, fig. 8]). Since perfect summation of
loudness in sones (as assumed in [6]) for the narrow-band
stimuli of the present study corresponds fairly closely to a
10-dB binaural gain, the analyses rendered in Table 2,
which generally show much smaller gains, also argue
against this conceptualization. The same conclusion was
drawn in [20] for reverberant, narrow-band, as well as for
anechoic wide-band stimuli.

In Fig. 5 the predictions made by the present model are
compared to those made with the model of Moore et al. [6]
and also with its recent modification [14]. For all three
models the inputs were the binaural at-ear spectra on one-
third-octave-band resolution. For the model of the present
study, a diotic signal was first determined as a power sum
of the binaural inputs and then utilized in computing loud-
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Fig. 4. Binaural loudness model for artificial-head measure-
ments. Sound pressure signals are measured at both ears. A
power sum of at-ear magnitude spectra is computed and con-
verted to the corresponding diotic signal. An inverse HRTF is
utilized to determine the sound signal in the absence of the head,
which is subsequently used, for example, as an input to the
standardized loudness model [1].
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ness using [6]. For the two models based on loudness
summation, the binaural inputs were used as such in the
predictions, the main difference being that in [6] a perfect
summation of loudness is assumed, whereas in [14] the
summation is less than perfect because of interaural inhi-
bition (loudness sum and inhibited loudness sum in Fig. 5,
respectively). A detailed description of utilizing at-ear
spectra in predicting directional loudness data can be
found in [16].

As seen in Fig. 5, for both center frequencies simply
summing the at-ear loudnesses is clearly at odds with the
measured data, which are the mean over all 15 listeners
participating in the present study. At 5 kHz both the in-
hibited loudness sum and the power sum fare approxi-
mately equally well. At 1 kHz, where the ILD is up to 10
dB (see Table 1), the power sum, however, gives the best
prediction.

It thus seems that when investigating the binaural loud-
ness summation of directional sounds, the assumption of
perfect summation in sones does not hold. The inhibited
loudness sum is generally closer, whereas the power sum-
mation still makes a slightly better prediction. Based on
this finding, the binaural gain for directional sounds is
approximately 3 dB, corresponding to a binaural-to-
monaural loudness ratio of 1.2.

3 CONCLUSION

The effect of the sound incidence angle on loudness was
investigated in the horizontal plane using generic HRTFs
in binaural synthesis.

1) Loudness matches to a frontal reference were by and
large indistinguishable from earlier data obtained via in-
dividual binaural synthesis, as well as in a real sound field.
They showed the same directional dependencies and in-
terindividual variations.

2) Naive and expert listeners produced results that were
statistically indistinguishable with respect to both mean
values and the presence of reliable interindividual differ-
ences. This argues for the generality of the findings, and
against experts developing peculiar, idiosyncratic listening
strategies.

3) The fact that derived binaural summation parameters
largely preserved the same rank order across individuals,
no matter whether the synthesis was individual (as in ear-
lier studies) or generic (as in the present experiment), sug-
gests that a large part of the interindividual differences is
due to the way binaural inputs are weighted and combined,
and not to peculiarities in HRTF filtering.

4) The crucial feature of a model describing the mean
results is a power summation of the sound pressures at the
two ears. A proposal for how to implement this model
when making artificial-head measurements to compute
binaural loudness is outlined.
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