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The potential of spherical-harmonics beamforming �SHB� techniques for the auralization of target
sound sources in a background noise was investigated and contrasted with traditional head-related
transfer function �HRTF�-based binaural synthesis. A scaling of SHB was theoretically derived to
estimate the free-field pressure at the center of a spherical microphone array and verified by
comparing simulated frequency response functions with directly measured ones. The results show
that there is good agreement in the frequency range of interest. A listening experiment was
conducted to evaluate the auralization method subjectively. A set of ten environmental and product
sounds were processed for headphone presentation in three different ways: �1� binaural synthesis
using dummy head measurements, �2� the same with background noise, and �3� SHB of the noisy
condition in combination with binaural synthesis. Two levels of background noise �62, 72 dB SPL�
were used and two independent groups of subjects �N=14� evaluated either the loudness or
annoyance of the processed sounds. The results indicate that SHB almost entirely restored the
loudness �or annoyance� of the target sounds to unmasked levels, even when presented with
background noise, and thus may be a useful tool to psychoacoustically analyze composite
sources. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2822669�
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I. INTRODUCTION

The localization of problematic sound sources in a
sound field is becoming increasingly important in areas such
as automotive engineering and the aerospace, and consumer
electronics industry. Typically, array techniques, such as
near-field acoustic holography �NAH� �Maynard et al., 1985;
Veronesi and Maynard, 1987� and beamforming �Johnson
and Dudgeon, 1993� have been employed to identify the
noise sources of interest. In beamforming, a microphone ar-
ray can be placed at a certain distance from the source plane
and therefore it is easier to use in comparison with NAH,
when there are obstacles close to the test object. Further-
more, the output of a beamformer is typically the sound pres-
sure contribution at the center of the array in the absence of
the array and this can be easily transformed to the sound
pressure contribution at both ears by incorporating binaural
technology �Møller, 1992�. Hald �2005� proposed a scaling
factor, which can be applied to the output of the delay-sum
beamformer in order to obtain sound power estimates.

Since conventional physical measures, such as sound
pressure or intensity, do not take into account how human
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listeners perceive sounds, there is growing interest in predict-
ing specific psychoacoustic attributes from objective acous-
tical parameters �Ellermeier et al., 2004b; Zwicker and Fastl,
2006�. That also holds for microphone-array measurements
in that it is desirable to identify problematic noise sources by
mapping the sound fields of interest in terms of psychoacous-
tic attributes �Song, 2004; Yi, 2004� and by determining the
directional contribution from individual sources �Song et al.,
2006�.

Recently, spherical microphone arrays have been inves-
tigated for the recording and analysis of a sound field
�Meyer, 2001; Meyer and Agnello, 2003; Petersen, 2004;
Rafaely, 2004, 2005a�. The major advantage of spherical mi-
crophone arrays where the microphones are distributed along
the surface of a rigid sphere is that they permit steering a
beam toward three-dimensional space with an almost identi-
cal beam-pattern, independent of the focused angle. Park and
Rafaely �2005� validated the spherical microphone measure-
ments in an anechoic chamber and measured the directional
characteristics of reverberant sound fields. Rafaely �2005b�
showed that spherical-harmonics and delay-sum beamform-
ing provide similar performance when the highest spherical-
harmonics order employed equals the product of the wave
number and sphere radius. At lower frequencies, however,

spherical harmonics beamforming allows the use of higher
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orders of spherical harmonics and thus better resolution.
Note, though, that this improved resolution comes at the ex-
pense of robustness, i.e. the improvement of signal-to-noise
ratio in the beamformer output.

Some studies examined the possibility of recording the
higher-order spherical harmonics in a sound field and repro-
ducing them by wavefield synthesis or ambisonics �Daniel
et al., 2003; Moreau et al., 2006�. But these methods require
a large number of loudspeakers and a well-controlled envi-
ronment such as an anechoic chamber. In order to render the
recorded sound field binaurally, by contrast, the binaural sig-
nals obtained via either synthesis or recording can be played
through a pair of headphones by feeding the left and right ear
signal exclusively to each channel. Duraiswami and co-
workers �Duraiswami et al., 2005; Li and Duraiswami, 2005�
studied theoretically how the free-field pressure obtained
from spherical-harmonics beamforming �SHB� can be syn-
thesized binaurally. The advantages of SHB, however, have
not been demonstrated by means of psychoacoustic experi-
ments in which subjective responses are collected to �a� vali-
date the procedure, and �b� show that individual sources may
successfully be isolated.

Therefore, the current study reports on a series of ex-
periments to investigate the validity of using beamforming
when auralizing a desired sound source in the presence of
background noise or competing sources. The goals of this
study are twofold:

1. To develop and verify the auralization of a desired source
using beamforming. Procedures for estimating the pres-
sure contribution of individual sources have already been
suggested, but a scaling procedure will have to be devel-
oped to obtain the correct sound pressure level at the cen-
ter of the array. To verify the procedure, the sound signals
synthesized by beamforming will have to be compared
with dummy head measurements.

2. To measure the effect of background noise suppression
using beamforming on perceptual sound attributes, such
as loudness and annoyance, derived from a listening ex-
periment. To investigate the effects of noise suppression,
the subjects’ attention shall be controlled in such a way
that they either judge the target sound �sound separated
from background noise�, or the entire sound mixture �in-
cluding background noise�.

To achieve these goals, the study employed ten stimuli from
a study by Ellermeier et al. �2004a� which had been shown
to cover a wide range with respect to loudness and annoy-
ance. By playing them back in the presence of competing
noise sources impinging from other directions, it may be
investigated whether measuring the sound field with a
spherical microphone array and processing it by SHB will
recover the target source. Such a measurement protocol will
be useful in situations in which only a desired source should
be auralized, but in which background noise cannot be re-

duced or controlled during the measurement.
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II. THEORETICAL BACKGROUND

A. Binaural synthesis

Reproduction of binaural signals via headphones is a
convenient way of recreating the original auditory scene for
the listener. The recording can be performed by placing a
dummy head in a sound field, but it can also be synthesized
on a computer. The binaural impulse response �BIR� from a
“dry” source signal to each of the two ears in anechoic con-
ditions can be described as �Møller, 1992�:

hleft�t� = b�t� � cleft,

�1�
hright�t� = b�t� � cright,

where the asterisk ��� represents convolution, b denotes the
impulse response of the transmission path from a dry source
signal to free-field pressure at the center of head position and
c represents the impulse response of the transmission path
from the free-field pressure to each of the two ears, i.e.,
head-related impulse response �HIR�. The binaural signals
can then be obtained by convolving a dry source signal with
the binaural impulse response functions h. When using a
spherical microphone array, SHB is able to approximate b
for a given sound source by measuring the impulse response
functions �IRF� from a dry source signal to each microphone
of the array, and calculating the directional impulse response
function �see Sec. II B 3� toward the dry source. The advan-
tage of using SHB in comparison with a single-microphone
measurement is the ability of focusing on a target source, i.e.,
obtaining the approximation of b, while suppressing back-
ground noise from other sources.

B. Spherical-harmonics beamforming

A theoretical description of SHB is presented in the fol-
lowing and a method to arrive at binaural auralization using
SHB is proposed.

1. Fundamental formulation

For any function f��� that is square integrable on the
unit sphere, the following relationship holds �Rafaely, 2004�:

Fnm = � f���Yn
m*���d� , �2�

f��� = �
n=0

�

�
m=−n

n

FnmYn
m��� , �3�

where the asterisk � *� represents complex conjugate, Yn
m are

the spherical harmonics, � is a direction, and d�
=sin �d�d� for a sphere. The spherical harmonics are de-
fined as �Williams, 1999�

Yn
m��,�� =�2n + 1

4�

�n − m�!
�n + m�!

Pn
m�cos ��expim� �4�

where n is the order, Pn
m are the associated Legendre poly-

nomials, and i=�−1. Equation �3� shows that any square
integrable function can be decomposed into spherical-

harmonics coefficients. Rafaely �2004� defined the relation-
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ship in Eqs. �2� and �3� as the spherical Fourier transform
pair. The sound pressure on a hard sphere with radius r=a,
p�� ,a�, and the directional distribution of incident plane
waves, w���, are square integrable and therefore we can
introduce the two spherical transform pairs �p�� ,a� , Pnm	
and �w��� ,Wnm	 according to Eqs. �2� and �3�.

The goal of spherical-harmonics beamforming is to es-
timate the directional distribution w��� of incident plane
waves from the measured pressure on the hard sphere. To
obtain a relation between the pressure on the sphere and the
angular distribution of plane waves, we consider first the
pressure on the hard sphere produced by a single incident
plane wave. The pressure p���� ,�� on the hard sphere in-
duced by a single plane wave with a unit amplitude and
incident from the direction �� can be described as �Williams,
1999�

p����,�� = �
n=0

�

�
m=−n

n

Rn�ka�Yn
m*����Yn

m��� , �5�

where k is the wave number, and Rn is the radial function:

Rn = 4�in
 jn�ka� −
jn��ka�

hn
�1���ka�

hn
�1��ka�� . �6�

Here, jn is the spherical Bessel function, hn
�1� the spherical

Hankel function of the first kind, and jn� and hn
�1�� are their

derivatives with respect to the argument. The total pressure
p�� ,a� on the hard sphere created by all plane waves can be
found then by taking the integral over all directions of plane
wave incidence. Using Eq. �5� and the spherical Fourier
transform pair of w��� we get

p��,r = a� = � p����,��w����d��

= �
n=0

�

�
m=−n

n

Rn�ka�Yn
m��� � w����Yn

m*����d��

= �
n=0

�

�
m=−n

n

WnmRn�ka�Yn
m��� . �7�

By comparing Eq. �7� with the spherical Fourier transform
pair of p�� ,a�, the spherical Fourier transform coefficients
of w��� can be obtained as

Wnm =
Pnm

Rn�ka�
. �8�

Substituting these coefficients in the spherical Fourier trans-
form pair of w��� results in

w��� = �
n=0

�

�
m=−n

n
Pnm

Rn�ka�
Yn

m��� . �9�

This shows that the directional distribution of plane waves
can be obtained by dividing the pressure coefficients Pnm by
the radial function Rn in the spherical Fourier domain.

We now introduce a set of M microphones mounted at
directions �i, i=1, . . . ,M, on the hard sphere with radius a.

The Fourier transform expression for Pnm has the form of a
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continuous integral over the sphere, but the sound pressure is
known only at the microphone positions. Therefore, we must
use an approximation of the form:

Pnm � P̃nm 
 �
i=1

M

cip��i�Yn
m*��i� . �10�

The weights ci applied to the individual microphone signals
and the microphone positions �i are chosen in such a way
that

Hmn�� 
 �
i=1

M

ciY�
�*��i�Yn

m��i� = ��n��m �11�

for n 	 N,� 	 N ,

where N is the maximum order of spherical harmonics that
can be integrated accurately with Eq. �10�. The value of N
will depend on the number M of microphones. Therefore, the
beamformer response for the direction � is calculated by
substituting Eq. �10� in Eq. �9� and by limiting the spherical
harmonics order to N:

b��� 
 �
i=1

M 
�
�=0

N
1

R��ka� �
�=−�

�

ciY�
�*��i�Y�

�����p��i� .

�12�

2. Pressure scaling

Equation �12� is the typical beamformer output, but does
not provide the correct pressure amplitude of an incident
plane wave. Therefore, the goal here is to derive a scaling
factor that gives rise to the correct estimate of the pressure
amplitude. Ideally one may derive the scaling factor for each
focus direction by calculating the beamformer response to a
plane wave incident from that direction. Such a procedure
would, however, significantly increase the computational ef-
fort. In particular at the lower frequencies, where the spatial
aliasing is very limited, the “in-focus plane wave response”
is fairly independent of the focus angle of the beamformer.
One could therefore calculate the in-focus plane wave re-
sponse for a single focus direction and apply that quantity for
scaling of the beamformer output for all focus directions. But
as shown in the following, it is possible to derive an analyti-
cal expression for the angle-averaged in-focus plane wave
response. Use of that simple analytical expression requires
less computation and provides a scaling that is better as an
average over all directions.

We assume now a plane wave incident with a unit am-
plitude from the direction ��. By inserting Eq. �5� in Eq.
�12� followed by use of Eq. �11� we get the beamformer

response for an arbitrary focus direction �:
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b��,��� = �
�=0

N

�
�=−�

�

Y�
�����

n=0

�

�
m=−n

n
Rn

R�

Yn
m*����


 �
i=1

M

ciY�
�*��i�Yn

m��i�

= �
�=0

N

�
�=−�

�

Y�
�����

n=0

�

�
m=−n

n
Rn

R�

Yn
m*����Hmn��.

�13�

Only the in-focus response is needed, i.e., in the direction of
plane wave incidence, �=��. This response will have a
fairly constant amplitude and phase independent of the angle
of the plane wave incidence, so it can be well represented by

the angle averaged response b̄. When we perform such an
averaging, we can make use of the following orthogonality
of the spherical harmonics:

� Y�
����Yn

m*���d� = ��n��m. �14�

Use of Eq. �14� in connection with Eq. �13� leads to the
following expression for the angle averaged in-focus re-
sponse,

b̄ 

1

4�
� b���,���d�� =

1

4�
�
�=0

N

�
�=−�

�

H����. �15�

And if in Eq. �15� we use Eq. �11�, we get

b̄ 

�N + 1�2

4�
�16�

provided N is not larger than the spherical-harmonics order
the beamformer was designed for, see Eq. �11�. Equation
�16� provides the average beamformer output, when focusing
at infinite distance toward an incident plane wave of unit
amplitude. If we wish the response to equal the amplitude of
the incident plane wave, we therefore have to divide the

output by b̄ of Eq. �16�. Notice that Eq. �15� shows a general
approach, which may be applied to frequencies higher than
those the microphone array is designed for. However, assum-
ing no spatial aliasing �i.e., Rn �ka�=0 for n�N� the array
beam pattern is independent of the focused direction. This
means that Eq. �16� may be derived directly by substituting
Eq. �11� in Eq. �13� and subsequently by using the spherical
harmonics addition theorem �Rafaely, 2004, Eq. �20��.

So far we have considered plane wave incidence and
focusing at an infinite distance. Consider instead the case of
a monopole point source and focusing of the beamformer at
the distance r0 of the point source. The free-field sound pres-
sure produced at the origin by this monopole is

pcenter =
eikr0

kr0
. �17�

The sound pressure at the microphone positions on the hard
sphere can be expressed in spherical harmonics as in Eq. �5�,
but now with the following radial function �Bowman et al.,

1987�:
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Rn�ka� = 4�ihn
�1��kr0�
 jn�ka� −

jn��ka�

hn
�1���ka�

hn
�1��ka�� . �18�

Using the radial function of Eq. �18� in the beamforming
processing, and averaging over all directions for the point
source, leads to the same average in-focus beamformer out-
put as in Eq. �16�. If we wish the output to be the free-field
pressure at the center of the array �Eq. �17��, then we have to
scale the beamformer output by the following factor:

4�eikr0

�N + 1�2kr0
. �19�

3. Binaural auralization using SHB

Scaling the beamformer output by Eq. �19� provides the
directional free-field pressure contributions at the center po-
sition in the absence of the array. Beamforming measurement
and processing should then be taken for each sound event to
be reproduced by the loudspeaker setup �described in Sec.
III C�: The type of sound cannot be changed after the mea-
surement is done. But performing the measurement and pro-
cessing for each sound is very time consuming. For this rea-
son, directional impulse response functions will be
calculated and used for simulating the total transmission
from each loudspeaker input to each of the two ears.

Provided we measured the frequency response function
�FRF� t��i� from a loudspeaker input to each microphone
position on the sphere, the coefficients of the loudspeaker
FRF’s spherical Fourier transform Tmn can then be obtained
by replacing p��i� by t��i� in Eq. �10�,

Tnm 
 �
i=1

M

cit��i�Yn
m*��i� . �20�

Substituting Eq. �20� in Eq. �9� yields the directional re-
sponse of the beamformer,

s��� = �
n=0

�

�
m=−n

n
Tnm

Rn�ka�
Yn

m��� . �21�

The directional impulse response can then be obtained by
taking the inverse temporal fast Fourier transform �FFT� of
s���. If there is more than one loudspeaker, then the contri-
bution from sound sources in other directions than the one
focused on has to be taken into account and the total output
of the beamformer at a particular direction � can be ex-
pressed as

y��� = �
�=1

Nd

s����x�, �22�

where Nd denotes the number of loudspeakers, s���� repre-
sents the directional response of the �th loudspeaker in the
focused direction �, and x� is the input signal of the �th
loudspeaker. This will be a fairly good approximation since
the contribution from other directions than those of the
sources is negligible. Finally, the binaural signal can be ob-
tained by multiplying y��� with the HRTFs in the focused

direction �.
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Park and Rafaely �2005� suggested that the maximum
spherical harmonics order in SHB should be limited to N
	ka in order to avoid noise originating from the high-order
spherical harmonics. With the spherical microphone array
used in this study, this would cause the beamformer output to
become omnidirectional below 390 Hz. However, it was
found that the order-limiting criterion can be relaxed in the
following way without generating a high noise contribution:

N = ��ka� + 1, �ka� + 1 	 Nmax

Nmax, �ka� + 1 � Nmax
� �23�

where �ka� represents the largest integer smaller than or equal
to ka, and Nmax is the maximum order of spherical harmonics
for which the array can provide accurate integration �see Eq.
�10��. The number of spherical harmonics, �N+1�2, should
not exceed the number of microphones, and therefore Nmax

should be 7 in the current study where 64 microphones were
used. Relaxing this condition by introducing higher spherical
harmonic orders will reduce robustness and introduce greater
uncertainties but our measurement and simulation experience
shows that the use of spherical harmonic orders equal to
ka+1 �as defined in Eq. �23�� produces only minor numerical
instabilities.

C. Psychoacoustical considerations

The goal of the empirical part of the present study is to
validate the beamforming method proposed, and—more
specifically—to show how its use will help to psychoacous-
tically characterize target signals in a background of noise.

While, from a methodological perspective, it may be
interesting to investigate the detectability of a target source
in the presence of noise, in practice, the sources of interest
are almost always well above threshold, or at best partially
masked. Often, the focus of industrial applications is re-
stricted to identifying the most problematic source in a mix-
ture �Hald et al., 2007; Nathak et al., 2007�, and to modify it
to reduce its negative impact. Therefore, from a psychoa-
coustical perspective, some kind of suprathreshold subjective
quantification of the salience of the target source in the back-
ground noise is called for. For the present investigation, the
suprathreshold attributes of loudness and annoyance were
chosen, since the former has been extensively studied �for
reviews, see Moore, 2003; Zwicker and Fastl, 2006�, and the
latter is of particular relevance for noise control engineering
�e.g., Marquis-Favre et al., 2005; Versfeld and Vos, 1997�.

As will be detailed in Sec. III, a between-subjects design
was employed, investigating the two attributes in two inde-
pendent groups of listeners. This was done in order to avoid
potential carry-over effects that might produce artifactual
correlations between loudness and annoyance.

Measuring the loudness or annoyance of the target
stimuli under various conditions of partial masking required
a scaling method that is relatively robust with respect to
changes in context. A two-step category scaling procedure
that uses both initial verbal labels to “anchor” the judgments
and subsequent numerical fine-tuning possesses this prop-
erty. It has been shown �Ellermeier et al., 1991; Gescheider,

1997� to largely preserve the “absolute” sensation magni-
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tudes even if the experimental context is changed. It was felt
that the most widespread suprathreshold scaling procedure,
namely Stevens’ magnitude estimation, by virtue of the in-
structions to judge ratios of successive stimuli would encour-
age “relative” judgment behavior which might make it hard
to compare the results across the different auralization meth-
ods used. Finally, the chance that in some conditions the
target sounds might be entirely masked �yielding judgments
of zero or undefined ratios�, appeared to make ratio instruc-
tions unfeasible.

III. METHOD

A. Subjects

Twenty-eight normal-hearing listeners between the age
of 21 and 34 �12 male, 16 female� participated in the experi-
ment. All listeners were students at Aalborg University ex-
cept for one female participant. The subjects’ hearing thresh-
olds were checked using standard pure-tone audiometry in
the frequency range between 0.25 and 8 kHz and it was re-
quired that their pure-tone thresholds should not fall more
than 20 dB below the normal curve �ISO 1998� at more than
one frequency. The subjects were also screened for known
hearing problems and paid an hourly wage for their partici-
pation. The subjects were not exposed to the sounds em-
ployed prior to the experiment.

B. Apparatus

The experiment was carried out in a small listening
room with sound-isolating walls, floors, and ceiling. The
room conforms with the ISO �1992� standard. The listeners
were seated in a height-adjustable chair with a headrest.
They were instructed to look straight ahead and were not
allowed to move their head during the experiments. Their
head movement was monitored by a camera installed in the
listening room. Two monitors, one in the control room and
the other in the listening room, were displayed at the same
time with the help of a VGA splitter. A small loudspeaker
placed in the control room played the same sound as the
subject listened to so the experimenter could monitor the
sound playback and the listener’s behavior.

A personal computer with a 16-bit sound card �RME
DIGI96� was used for D/A conversion of the signals. The
sound was played with a sampling rate of 48 kHz and deliv-
ered via an electrostatic headphone �Sennheiser HE60� con-
nected through an amplifier �Sennheiser HEV70� with a
fixed volume control to assure constant gain. An external
amplifier �t.c. Electronic Finalizer� between the headphone
amplifier and the sound card controlled the playback level.

Playback and data collection were controlled by a cus-
tomized software developed in C#. The software read the
session files to assign a subject to the defined session, played
the stimuli using the ASIO driver, collected subjects’ re-
sponses, and wrote the responses into text files.

C. Measurements

The three different types of measurements, i.e., micro-

phone, dummy head, and spherical microphone array, were
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performed in an anechoic chamber. Six loudspeakers were
positioned at 2.1 m away from the center of the setup and
their positions are shown in Fig. 1 �placed on the left-hand
side�. A setup of ten loudspeakers was simulated by flipping
the four loudspeakers to the right-hand side. The loudspeaker
in the frontal direction was used as the desired source
through which the recorded sounds were synthesized and the
rest of the loudspeakers served to create background noise
sources. Since the microphone array and the required hard-
ware was available for a very limited time, it was decided to
record time data to permit changing some of the parameters
without repeating the measurements. The input and output
time data were recorded by means of the Data Recorder in
the Brüel & Kjær software �type 3560� with a frequency
range of 6.4 kHz. The loudspeakers were excited by random
pink noise. The IRFs between speaker excitations and micro-
phone responses were calculated using the autospectrum and
cross spectrum of input and output and taking the inverse
FFT of the calculated frequency response function in
MATLAB. In order to remove the influence of reflections
caused by the supporting structure and by other loudspeakers
than the measured one, an 8-ms time window was applied to
the calculated IRFs.

The loudspeaker responses were measured at the center
position of the setup using a 1 /2-in. pressure field micro-
phone �Brüel & Kjær type 4134�. The microphone was
placed at 90° incidence to the loudspeakers during the mea-
surement with the help of three laser beams mounted in the
room. The measured IRFs were compared with the simulated
ones to validate the recorded sound field using SHB. Re-
sponses of each loudspeaker at each ear of a dummy head
were measured by placing the artificial head VALDEMAR
�Christensen and Møller, 2000� at the center of the loud-
speaker setup. Care was taken that the IRFs in both ears have

FIG. 1. �Color online� The loudspeaker setup in the anechoic chamber.
the same delay when measuring the loudspeaker response in
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the frontal direction. The dummy head measurements were
compared with the ones synthesized from SHB. The HRTFs
employed in this study to perform binaural synthesis using
SHB were taken from a database containing artificial-head
HRTFs measured at 2° resolution �Bovbjerg et al., 2000;
Minnaar, 2001�.

IRFs of each loudspeaker at the microphones of the ar-
ray were obtained by positioning a spherical microphone ar-
ray at the center of the setup. The position of the microphone
array was adjusted carefully so that the beamformed sound
pressure mapping could localize the correct angular position
of each loudspeaker. The microphone array with a radius of
14 cm consisted of 64 microphones �1 /4-in. microphone,
Brüel & Kjær type 4951� that were evenly distributed on the
surface of the hard sphere in order to achieve the constant
directivity pattern in all directions. Figure 2 displays the po-
sition of microphones marked by dots on a sphere. In an
earlier study, the array was applied to the issue of noise
source localization, and the detailed specifications and char-
acteristics of the array are described in Petersen �2004�. In
total, six loudspeaker positions and 64 microphones pro-
duced 384 IRFs.

The headphone transfer functions �PTFs� were measured
in the listening room with the same dummy head and equip-
ment used for the IRF measurement. The PTF measurement
was repeated five times and after each measurement the
headphone was repositioned. The upper panel of Fig. 3
shows that the repetitions have similar spectral shape in the
frequency range of the investigation. An average of these
five measurements was taken and smoothed in the frequency
domain by applying a moving average filter corresponding to
the 1 /3 octave bands. The inverse PTF was calculated from
the average PTF using fast deconvolution with regularization

FIG. 2. The array consisting of 64 microphones placed on the hard surface
of a sphere having a 14-cm radius. The dots on the sphere indicate the
microphone positions.
�Kirkeby et al., 1998� �see the lower panel of Fig. 3�.
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D. Stimuli

A set of 10 environmental and product sounds was se-
lected from the 40 stimuli used by Ellermeier et al. �2004a�.
The ten sounds chosen were recorded in a sound-insulated
listening room, except for two outdoor recordings of auto-
motive sounds. About half of them were everyday sounds
�e.g., door knocking, water pouring� and the rest were prod-
uct sounds �e.g., kitchen mixer, razor, car�. Both the per-
ceived loudness and the annoyance of the selected sounds
were almost equally spaced according to the attribute scales
obtained in the reference study �Ellermeier et al., 2004a�.
The length of stimuli varied from 0.8 to 5 s, and their overall
sound pressure level at the recorded position ranged from
45 to 75 dB SPL. The sounds had a sampling rate of
44.1 kHz originally, but were resampled to 48 kHz in order
to meet the requirements of the listening test program.

The desired source was synthesized to be located in the
frontal direction and the remaining nine loudspeakers gener-
ated background noise. The selected sounds were convolved
with the dummy head IRFs in the frontal direction to obtain
the desired stimuli, and white noise having the same duration
as the target sounds was convolved with the dummy head
IRFs corresponding to the other nine directions. For each
loudspeaker position, a new random sequence of white noise
was created, and the signals convolved with the BIR at each
ear were simply added to obtain the background noise. By
doing so, the generated background noise was perceived to
be diffuse. Two different levels of background noise were
employed. The low level of background noise was adjusted
to have the same sound pressure level as the bell sound
�62 dB SPL�, which was located in the middle of the at-
tribute scale and the high level was defined to be 10 dB

FIG. 3. Five headphone transfer functions �upper panel� measured at the left
ear of the dummy head and the inverse filter derived �lower panel�.
higher than the low one. In this way, the effect of the back-
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ground noise level could be investigated. It was expected
that some of the sounds would be partially masked by the
background noise thereby affecting the attribute-scale re-
sponses.

The directional pressure contribution was obtained by
recording the sound field using the spherical microphone ar-
ray and applying SHB to the recorded data. Thus directional
impulse response functions were calculated by using the
IRFs at each of the microphone positions on the sphere as
input to SHB processing. The resulting directional impulse
response functions were convolved with HRTFs in the fron-
tal direction to obtain the binaural IRFs, which still contain
the contributions from background noise sources, though
greatly reduced by the beamforming. In this case, the percep-
tion of the background noise is different from that with tra-
ditional binaural synthesis in that the noise is perceived to
originate from the frontal direction. Thus in this study the
influence of the level and perceptual quality of the back-
ground noise are confounded.

Subjects were asked to judge either the annoyance or the
loudness of 50 stimuli, which were produced by combining
three different processing modes �original, original+noise,
SHB+noise�, with two different noise levels, for the ten
sounds selected. The same calibration tone as in the refer-
ence study �Ellermeier et al., 2004a� was used and the level
at the center position of the loudspeaker setup was adjusted
to be 88 dB SPL when playing the calibration tone. A
100-ms ramp was applied to the beginning and end of each
stimulus in order not to generate impulsive sounds. The in-
verse PTF was applied to the stimuli as a final step of the
processing.

E. Procedure

The subjects were randomly assigned to one of two
groups, one judging the loudness, the other the annoyance of
the sounds. During the experiment, the participants were in-
structed to judge the entire sound event in one session, and
the target sound only in the other. When judging the target
sound only, they were asked to ignore the background noise
and not to give ratings based on the direct comparison be-
tween the target sound and the background noise. The listen-
ers were instructed to combine any of the components they
heard for rating the entire sound mixture. These two ways of
judging the sound attributes were chosen to check whether
the effect of suppressing the background noise by SHB pro-
cessing is different dependent on which part of a stimulus is
being judged.

In each group, half of the subjects started judging the
target sound only and proceeded to judge the entire sound
�target plus background�. The other half completed those two
tasks in the opposite order. Note that each subject made but a
single rating of each of the 50 experimental stimuli, i.e.,
there were no repetitions. The subjects spent approximately
1.5 h to complete the experiment. The participants were
asked to judge either the loudness or the annoyance of the
sounds by using a combined verbal/numerical rating scale,
i.e., category subdivision �see Ellermeier et al., 1991�, shown

in Fig. 4.
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1. Training

There were two types of training prior to the main ex-
periment. The goal of the first training unit was to give the
subjects an opportunity of listening to the target sounds and
to get an idea on what they had to focus, if the target was
presented in background noise. To that effect, 20 buttons
were displayed on a PC screen in two columns. The first
column was labeled “target sound” and the second one “tar-
get sound+noise.” The noise level was randomly selected
from either the high- or the low-level condition. The partici-
pants were asked to first listen to the target sound only and
then to the target sound with noise. During the training, the
experimenter was present in the listening room and the sub-
jects could ask any questions related to the understanding of
the task. During the second training unit, the subjects re-
ceived practice with rating the attribute, e.g., loudness or
annoyance, of either target sound only or the entire sound
dependent on which session they started with. The aim was
to familiarize the participants with the procedure. This train-
ing unit consisted of only ten stimuli sampled to cover the
entire range of sound pressure levels.

If the subjects started with judging the entire sound, they
completed the training on the rating procedure first and were
practiced in distinguishing target and background before
starting with the second part of the experiment. Subjects,
who judged the target sound in the first block, finished the
two training units in a sequence prior to the main
experiment.

2. Loudness scaling

For loudness scaling, the scale shown in Fig. 4 was dis-

played on a computer screen together with a reminder indi-
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cating whether they have to judge the target sound or the
entire sound. The scale consisted of five verbal categories
which were subdivided into ten steps and labeled “very soft”
�1–10�, “soft” �11–20�, “medium” �21–30�, “loud” �31–40�,
and “very loud” �41–50�. The end points of the scale were
used and labeled as “inaudible” �0� and “painfully loud” �be-
yond 50�. On each trial, one sound was presented at a time,
and the subjects were asked to decide which category the
sound belonged to and then to fine-tune their judgment by
clicking a numerical value within that category. That input
started the next trial with a 1-s delay. The subjects were not
allowed to make their rating while a sound was played. In
order to avoid the situation where subjects rated the target
sounds based on identifying them and recalling previous rat-
ings, they were told that the level of the target sound might
vary between trials.

3. Annoyance scaling

The format of the annoyance scale used was the same as
that of the loudness scale �see Fig. 4�. The five verbal cat-
egories were “very slightly annoying” �1–10�, “slightly an-
noying” �11–20�, “medium” �21–30�, “strongly annoying”
�31–40�, and “very strongly annoying” �41–50�. The lower
end point was labeled as “not at all annoying” �0� and the
higher one “unbearably annoying” �beyond 50�. In the target
sound only session, an “inaudible” button was placed below
the category scale and subjects were asked to press it when
they could not detect the target sound due to strong back-
ground noise.

The annoyance instructions were based on proposals by
Berglund et al. �1975� and Hellman �1982�. That is, a sce-

FIG. 4. �Color online� Category subdivision scales for
loudness �left� and annoyance �right�.
nario was suggested, leading the participants to imagine a
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situation in which the sounds could interfere with their ac-
tivity: “After a hard day’s work, you have just been comfort-
ably seated in your chair and intend to read your newspaper.”

IV. RESULTS

Here, the simulated sound field using SHB is compared
with both the microphone and the dummy head measure-
ments to illustrate the expected level difference induced by
the beamforming in monaural and binaural responses. More-
over, the discrepancies in perceptual quality among the pro-
cessing modes are demonstrated in both loudness and annoy-
ance ratings obtained in the listening experiments.

A. Recording the sound field using SHB

In order to evaluate the success of the SHB simulation,
the simulated and measured loudspeaker responses were
compared. The loudspeaker responses at the 64 microphones
placed on the sphere were measured and used as the input to
the SHB calculation. The directional impulse response func-
tion toward each loudspeaker was calculated and compared
with the direct measurement using a microphone positioned
at the center position of the setup. The simulated and mea-
sured responses were compared in the frequency range of
interest from 0.1 to 6.4 kHz, and an example for the loud-
speaker placed at 30° is displayed in Fig. 5.

Generally, the agreement between the simulated and
measured responses was good and the maximum discrepancy
was approximately 2 dB in all loudspeaker directions. There
was a tendency for the error to increase at high frequencies.
In the current investigation where Nmax is 7 and the radius of
the array is 14 cm, spatial aliasing is expected above 2.7 kHz
and thereby corrupts the spatial response. This could be the
main reason for the inaccuracies at high frequencies.

The binaural response to the six loudspeakers was simu-
lated by convolving the directional impulse response with
the HRTF for the same direction as the loudspeaker �see Sec.
II B 3�. Subsequently, the simulated responses were com-
pared with those measured with a dummy head and an ex-
ample of the results is displayed in Fig. 6. The graphs repre-
sent the combination of the free-field loudspeaker response
and the HRTF. In general, the two curves have similar shape

FIG. 5. Free-field loudspeaker response �30°�: Measured �solid line� and
synthesized �dashed line� using SHB.
and amplitude and the same tendency as for the free-field
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response was observed, i.e., that the error grows slightly at
high frequencies. These investigations confirm that the pro-
posed method of combining SHB and binaural synthesis can
generate binaural signals physically close to the measured
ones.

B. Signal-to-noise ratio

The two measurement techniques, i.e., based on a
dummy head and SHB, respectively, may be compared
physically in terms of their monophonic signal-to-noise
�S/N� ratios for each sound sample in the noisy conditions.
Since the monophonic response for each loudspeaker was
estimated both with a single microphone and with a micro-
phone array, it was possible to separate the pressure contri-
bution of the sound samples presented in the frontal direction
from that of the noises in other directions. The monophonic
S/N ratio for each sound sample was calculated simply by
dividing the rms pressure of the signal by that of the noise.

Figure 7 shows the resulting S/N ratios of dummy head
�original+noise� and SHB synthesis in both background
noise conditions. The lower panel indicates the results of the
low level noise condition and the upper panel the high level
one. Notice that the S/N ratio of the bell sound is 0 and
−10 dB in the original+noise condition for the low and high
background noise levels, respectively �see Sec. III D�. In
general, the S/N ratio increases monotonically for the sounds
ordered along the abscissa and there is a constant 10 dB

FIG. 6. Loudspeaker response �30°� at both ears: Measured �solid line� and
synthesized �dashed line� using SHB.
difference between the low and high background noise con-
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ditions. Thus, the effect of noise on the psychoacoustical
scales is expected to be dominant in the low level sounds,
e.g., for sound 1 to 3, for both measurement techniques. SHB
increases the S/N ratio by approximately 15 dB for all sound
samples, and thus the effect of the noise on loudness will be
smaller for SHB in comparison with the dummy head tech-
nique.

C. Loudness scaling

The subjective loudness judgments were averaged
across the 14 subjects for each sound in the three processing
modes �original, original+noise, SHB� and 95%-confidence
intervals were determined. The outcome is plotted in Fig. 8,
for judgments of the target sound only, and in Fig. 9, for
judgments of the entire sound event. The upper graph in
Figs. 8 and 9 represents the high background noise condition
and the lower graph the low background noise condition.
Both graphs share the same ratings for the original condition
plotted with solid lines. The sounds on the abscissa were
arranged in the order of the mean ratings obtained in the
reference study �Ellermeier et al., 2004a�. It appears that the
present sample of subjects judged the knocking sound to be
somewhat louder than in the reference study.

In the “target sound only” conditions �see Fig. 8�, the

FIG. 7. Monophonic S/N ratio of dummy head �original+noise� and SHB
measurements in the low �lower panel� and high �upper panel� background
noise conditions.
target loudness was considerably reduced by adding noise to
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the target sound �compare the dotted and solid line� due to
partial masking. It appears that SHB �dashed line in Fig. 8�
partially restored the loudness of the target sounds. This was
confirmed by performing a three-factor analysis of variance1

�ANOVA� �Montgomery, 2004� with the two processing
modes �SHB; original+noise�, the two noise levels, and the
ten sounds all constituting within-subjects factors. The analy-
sis showed a highly significant main effect of processing
mode �F�1,13�=44.5, p�0.001�, as well as significant inter-
actions �p�0.001� of processing mode with all other factors.
That suggests that SHB did indeed suppress the background
noise, thereby partially restoring loudness to the original lev-
els. With the low-level masking noise �lower panel of Fig. 8�
that was true for relatively “soft” target sounds �pouring and
sink� while with the high-level masking noise �upper panel�
the “loud” targets were the ones benefiting most from the
release from masking produced by the SHB auralization. No-
tice on the other hand the difference between the two syn-
thesis techniques in terms of S/N ratio is almost constant
across different sounds and not dependent on the background
noise level �see Fig. 7�. Thus, a simple objective measure
such as S/N ratio may not be suitable for predicting the effect
of background noise suppression using beamforming on psy-

FIG. 8. Loudness judgments of the ten test sounds in the low �lower panel�
and high �upper panel� background noise condition. The target sounds are
labeled along the abscissa and the error bars indicate 95%-confidence inter-
vals. Listeners focused on the target sound only.
choacoustic attributes. Most subjects, however, could not de-

Song et al.: Evaluation of target sources in noise 919



tect the “boiler” sound in both noise conditions since this
sound was completely masked by background noise. This
may be seen in Fig. 7 in that for the boiler sound a very low
S/N ratio was obtained, even after the processing. Further-
more, the subjective ratings of the “knocking” sound almost
coincided with those of the original sound, revealing that the
subjects extracted this impulsive sound from the background
much easier than other sounds. The high confidence intervals
obtained for the vacuum-cleaner sound occurred because the
target sound was so similar to background noise that it was
difficult to distinguish one from the other.

Judging the entire sound event �see Fig. 9� made the
suppression of the masker even more obvious in that the
loudness functions for the original and SHB conditions al-
most coincide. That is, the SHB processing, though simulat-
ing a “noisy” listening situation, sufficiently suppresses the
noise to approximate listening to the original targets in quiet.
The significance of that effect was confirmed by a three-
factor ANOVA showing a highly significant main effect of
processing mode �F�1,13�=229.7, p�0.001�, and a process-
ing mode
sound interaction �F�9,117�=20.94, p�0.001�.
Only when the background noise level is high �upper panel

FIG. 9. Loudness judgments of the ten test sounds in the low �lower panel�
and high �upper panel� background noise condition. The target sounds are
labeled along the abscissa and the error bars indicate 95%-confidence inter-
vals. Listeners judged the entire sound event.
in Fig. 9� and the target level is low, one can observe some
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noise “leaking” into the SHB condition, and the ratings to
fall between those of the original sounds in quiet, and of the
original sounds with noisy background.

These results imply that an evaluation of individual tar-
get sound sources in a background of noise or competing
sources can be achieved by steering the beam toward the
target sound source using SHB. The results are not depen-
dent on whether listeners are asked to judge the loudness of
the target sound or the entire sound event.

D. Annoyance scaling

The average annoyance data are depicted in Fig. 10 �tar-
get sounds rated� and Fig. 11 �entire sound rated� with the
sound samples ordered in the same way as in Figs. 8 and 9.
The lower plot shows the low noise condition and the upper
the high noise condition. In the experimental condition in
which the participants were asked to judge the annoyance of
the target only �Fig. 10�, and did not hear it �i.e. pressed the
inaudible button, which occurred in 11.9% of all annoyance
trials�, a “−1” was recorded. To account for this qualitatively
different response reflecting a lower, but indeterminate level

FIG. 10. Annoyance judgments of the ten test sounds in the low �lower
panel� and high �upper panel� background noise condition. The target
sounds are labeled along the abscissa and the error bars indicate 95%-
confidence intervals. Listeners focused on the target sound only. If the ma-
jority of the participants did not hear the target, the data points were marked
with closed squares.
of annoyance, the median of all responses was substituted for
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the mean in all graphical depictions when a judgment of “not
heard” had occurred. It is evident in Fig. 10 that in three
�respectively, two� cases the majority of the participants did
not hear the target when presented in background noise of
high �respectively, low� level. In one instance, the target
�boiler sound in high-level noise; top panel of Fig. 10� was
not even detected after SHB processing.

When the subjects were asked to focus on the annoyance
of the target sound only �see Fig. 10�, it appears that the
different processing conditions do not affect the ratings very
much: The three curves in Fig. 10 �upper and lower panel�
are hardly distinguishable. Furthermore, the level of back-
ground noise does not seem to affect the annoyance ratings
significantly: F�1,13�=2.2, p=0.166. This indicates that
even though the sounds were contaminated by noise, the sub-
jects were able to judge the annoyance of the target sound
consistently by identifying the target’s annoying features.
Therefore, the advantage of using SHB cannot be shown in
this case, because in contrast to the results of the loudness
scaling there is hardly a background noise effect in the first
place. A four-factor analysis of variance with the two at-
tributes �loudness and annoyance� constituting an additional
between-subjects factor revealed that the annoyance ratings

FIG. 11. Annoyance judgments of the ten test sounds in the low �lower
panel� and high �upper panel� background noise condition. The target
sounds are labeled along the abscissa and the error bars indicate 95%-
confidence intervals. Listeners judged the entire sound event.
of the target sounds were significantly different from the cor-
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responding loudness judgments, as was evident in the signifi-
cant interactions of the attribute judged with the processing
mode �F�1,26�=5.22, p=0.03�, and the three-way interac-
tion with processing mode and sound �F�9,234�=2.36, p
=0.014�.2

When the annoyance of the entire sound event is judged
�see Fig. 11�, the results are quite similar to those obtained
for loudness. The effect of SHB processing is highly signifi-
cant �F�1,13�=158.43, p�0.001�, and the ratings obtained
with SHB resemble those of the original sounds, with dis-
crepancies emerging for the low-level sounds only. When
loudness and annoyance are contrasted with respect to judg-
ments of the entire sound, the interaction of the attributes
with processing mode, sound level, and their combinations
are no longer statistically significant �compared to judgments
focusing on the targets, see the previous discussion�, suggest-
ing that the general pattern is quite similar for loudness and
annoyance. This indicates that the annoyance percept is
largely based on loudness if the subjects’ attention is drawn
to the entire sound mixture.

V. DISCUSSION

In an earlier investigation �Song, 2004�, a comparison
between traditional sound pressure maps and loudness maps
derived from microphone array measurements was made and
it was found that source identification in terms of psychoa-
coustic attributes improves the detectability of problematic
sources. On the other hand, the mapping of some attributes
cannot be derived due to the lack of metrics algorithms.
Hence there is a need for auralizing the target sound identi-
fied as being devoid of background noise for further listening
experiments.

Figure 12 shows the loudness map of an engine com-
partment of a passenger car with a five-cylinder, four-stroke
engine. The engine was running at constant 4000 rpm with-
out any external load applied. A 66-channel wheel array of
1 m diameter was mounted parallel to the car engine com-
partment at a distance of 0.75 m. In Fig. 12, it is obvious that
the blank hole placed at the opposite side of the oil refill cap
and the power steering pump at the lower left corner were
the dominant sources in this operating condition. One might

FIG. 12. �Color online� Loudness mapping of an engine compartment be-
tween 15 and 18 bark at 4000 rpm. See the text for details.
want to investigate attributes other than loudness, e.g., the
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annoyance of those two sound sources, i.e., an attribute for
which no agreed-upon objective metric exists. This could be
done by having subjects judge the annoyance of the binau-
rally auralized sound of each target source at a time. This is
a typical scenario for the use of source localization in prac-
tical applications in the automotive and consumer electronics
industries.

Thus, the theoretical scaling of the SHB output derived
in this paper and its experimental validation can be utilized
for deriving a procedure to measure the auditory effects of
individual sound sources. Since the method is based on steer-
ing the beam of a microphone array in three-dimensional
space, no physical modifications of the sound field need to be
made in contrast to typical dummy-head measurements. The
details of the procedure proposed here will be discussed in
the following.

A block diagram of the procedure for auralizing a target
sound source binaurally is depicted in Fig. 13. This can eas-
ily be implemented together with classical beamforming ap-
plications in order to investigate problematic sources. Sound
pressure signals are first measured at each microphone posi-
tion on a rigid sphere, and converted to the frequency do-
main. Spherical harmonics beamforming is applied to steer a
beam toward the target source �Sn� in each frequency band. A
limited number of spherical-harmonics orders are used in
SHB in order to avoid noise from the high-order spherical
harmonics �see Eq. �23��.

The output of SHB, PSHB�f�, is scaled according to Eq.
�19� to obtain the free-field pressure, Ps�f�, in the absence of
the array with the assumption of a point source distribution
on the source plane. The corresponding pressure time data,
Ps�t�, are calculated by taking the inverse FFT of the scaled
free-field pressure, Ps�f�. Finally, the binaural pressure signal
can be acquired by convolving the free-field pressure with
the HRTF in the source direction. Since HRTF databases are
usually measured at discrete points on a full sphere, it is
required to take either the nearest functions if the HRTFs are
measured with a fine spatial resolution, or to interpolate be-
tween nearby points. The detailed procedure for interpolating
HRTFs is described by Algazi et al. �2004� with respect to
reproducing the measured sound field binaurally with the
possibility of head tracking.

In the present paper, the analysis was restricted to the
pressure contribution from a single direction. But, in many
situations, such as in the professional audio industry, it is
required to auralize distributed sources, i.e., the contribution
from an area, and even the entire sound field as authentically
as possible. An example of this kind of sound reproduction is
the recording of sound fields in a car cabin while driving and
reproducing it for head-tracked listening tests. In such situa-
tions, the measurements with a dummy head will have to be
repeated many times in a well-controlled environment,
which is very time-consuming, and may even be impossible
due to lack of repeatability. Applying the procedure devel-
oped here to more than one direction enables the recording
of full three-dimensional sound fields by one-shot array mea-
surements and therefore allows listeners to turn their head

while preserving the spatial auditory scene.
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VI. CONCLUSION

�1� A theoretical proposal was made for scaling the output of
a spherical-harmonics beamformer, in order to estimate
the free-field pressure at the listener’s position in the
absence of the microphone array. The comparison of
measured and simulated responses �both monaural and
binaural� to an array of loudspeakers showed that there is
good agreement in the frequency range between 0.1 and
6.4 kHz. Notice that the simulated binaural responses
were generated using an HRTF database, which was
based on measurements using different instruments,
physical structures, and a different anechoic chamber.
Therefore, any differences between the two sets of re-
sponses contain the discrepancies between the earlier

FIG. 13. �Color online� Binaural auralization of a desired sound source.
Sound pressure signals are measured at each microphone position, and con-
verted to the frequency domain. Spherical-harmonics beamforming �SHB� is
applied to steer the beam toward a desired sound source and the output,
PSHB�f�, is scaled to generate the free-field pressure, Ps�f�. The HRTF in the
source direction is convolved with the pressure time signal, Ps�t�, obtained
from the inverse FFT, and this results in binaural signals, Pbl�t� and Pbr�t�, at
each ear.
and current measurements.
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�2� When the subjects judged target sounds partially masked
by noise, their loudness was greatly reduced, but spheri-
cal harmonics beamforming managed to largely restore
loudness to unmasked levels, except at low S/N ratios.
By contrast, judgments of target annoyance were hardly
affected by noise at all, suggesting that annoying sound
features are extracted regardless of partial masking.

�3� When the subjects were asked to judge the entire sound
events, SHB led to ratings close to those obtained in the
original unmasked condition for both loudness and an-
noyance by suppressing background noise. The subjec-
tive judgments were largely explained by the percept of
loudness: The loudness and annoyance data sets were
highly correlated.

�4� The background noise level had significant effects by
either producing partial masking �of targets� or contrib-
uting to the overall loudness �when the entire sound was
judged�. Judgments of target annoyance constituted an
exception in that they were not affected by overall level.

�5� Implications of the study for sound-quality applications
were sketched and a general procedure of deriving bin-
aural signals using SHB was illustrated. The procedure
can be used for evaluating the loudness and annoyance
of individual sources in the presence of background
noise.
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